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Abstract 4	

The	global	warming	impact	of	substituting	natural	gas	for	coal	and	oil	is	currently	in	5	
debate.	We	address	this	question	here	by	comparing	the	reduction	of	greenhouse	warming	6	
that	would	result	from	substituting	gas	for	coal	and	some	oil	to	the	reduction	which	could	7	
be	achieved	by	instead	substituting	zero	carbon	energy	sources.	We	show	that	substitution	8	
of	natural	gas	reduces	global	warming	by	40%	of	that	which	could	be	attained	by	the	9	
substitution	of	zero	carbon	energy	sources.		At	methane	leakage	rates	that	are	~1%	of	10	
production,	which	is	similar	to	today’s	probable	leakage	rate	of	~1.5%	of	production,	the	11	
40%	benefit	is	realized	as	gas	substitution	occurs.		For	short	transitions	the	leakage	rate	12	
must	be	more	than	10	to	15%	of	production	for	gas	substitution	not	to	reduce	warming,	13	
and	for	longer	transitions	the	leakage	must	be	much	greater.		But	even	if	the	leakage	was	so	14	
high	that	the	substitution	was	not	of	immediate	benefit,	the	40%‐of‐zero‐carbon	benefit	15	
would	be	realized	shortly	after	methane	emissions	ceased	because	methane	is	removed	16	
quickly	form	the	atmosphere	whereas	CO2	is	not.			The	benefits	of	substitution	are	17	
unaffected	by	heat	exchange	to	the	ocean.		CO2	emissions	are	the	key	to	anthropogenic	18	
climate	change,	and	substituting	gas	reduces	them	by	40%	of	that	possible	by	conversion	to	19	
zero	carbon	energy	sources.			Gas	substitution	also	reduces	the	rate	at	which	zero	carbon	20	
energy	sources	must	be	eventually	introduced.			21	

Introduction 22	

In	a	recent	controversial	paper,	Howarth	et	al.	(2011)	suggested	that,	because	methane	is	a	23	

far	more	potent	greenhouse	gas	than	carbon	dioxide,	the	leakage	of	natural	gas	makes	its	24	

greenhouse	forcing	as	bad	and	possibly	twice	as	bad	as	coal,	and	they	concluded	that	this	25	

undermines	the	potential	benefit	of	natural	gas	as	a	transition	fuel	to	low	carbon	energy	26	

sources.		Others	(Hayhoe	et	al.,	2009;	Wigley,	2011)	have	pointed	out	that	the	warming	27	

caused	by	reduced	SO2	emissions	as	coal	electrical	facilities	are	retired	will	compromise	28	

some	of	the	benefits	of	the	CO2	reduction.	Wigley	(2011)	has	suggested	that	because	the	29	

impact	of	gas	substitution	for	coal	on	global	temperatures	is	small	and	there	would	be	30	
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some	warming	as	SO2	emissions	are	reduced,	the	decision	of	fuel	use	should	be	based	on	31	

resource	availability	and	economics,	not	greenhouse	gas	considerations.				32	

Some	of	these	suggestions	have	been	challenged.		For	example	Cathles	et	al.	(2012)	have	33	

taken	issue	with	Howarth	et	al.	for	comparing	gas	and	coal	in	terms	of	the	heat	content	of	34	

the	fuels	rather	than	their	electricity	generating	capacity	(coal	is	used	only	to	generate	35	

electricity),	for	exaggerating	the	methane	leakage	by	a	factor	of	3.6,	and	for	using	an	36	

inappropriately	short	(20	year)	global	warming	potential	factor	(GWP).		Nevertheless	it	37	

remains	difficult	to	see	in	the	published	literature	precisely	what	benefit	might	be	realized	38	

by	substituting	gas	for	coal	and	the	use	of	metrics	such	as	GWP	factors	seems	to	complicate	39	

rather	than	simplify	the	analysis.		This	paper	seeks	to	remedy	these	deficiencies	by	40	

comparing	the	benefits	of	natural	gas	substitution	to	those	of	immediately	substituting	41	

low‐carbon	energy	sources.		The	comparative	analysis	goes	back	to	the	fundamental	42	

equation	and	does	not	use	simplified	GWP	metrics.		Because	it	is	a	null	analysis	it	avoids	43	

the	complications	of	SO2,	carbon	black,	and	the	complexities	of	CO2	removal	from	the	44	

atmosphere.		It	shows	that	the	substitution	of	natural	gas	for	coal	and	some	oil	would	45	

realize	~40%	of	the	greenhouse	benefits	that	could	be	had	by	replacing	fossil	fuels	with	46	

low	carbon	energy	sources	such	as	wind,	solar,	and	nuclear.		In	the	long	term	this	gas	47	

substitution	benefit	does	not	depend	on	the	speed	of	the	transition	or	the	methane	leakage	48	

rate.		If	the	transition	is	faster,	greenhouse	warming	is	less.		If	the	leakage	is	less,	the	49	

reduction	of	warming	during	the	substitution	period	is	greater,	but	regardless	of	the	rate	of	50	

leakage	or	the	speed	of	substitution,	natural	gas	achieves	~40%	of	the	benefits	of	low	51	

carbon	energy	substitution	a	few	decades	after	methane	emissions	associated	with	gas	52	

production	cease.		The	benefit	of	natural	gas	substitution	is	a	direct	result	of	the	decrease	53	

in	CO2	emissions	it	causes.			54	

The	calculation	methods	used	here	follow	Wigley	(2011),	but	are	computed	using	55	

programs	of	our	own	design	from	the	equations	and	parameters	given	below.				Parameters	56	

are	defined	that	convert	scenarios	for	the	yearly	consumption	of	the	fossil	fuels	to	the	57	

yearly	production	of	CO2	and	CH4.		These	greenhouse	gases	are	then	introduced	into	the	58	

atmosphere	and	removed	using	accepted	equations.		Radiative	forcings	are	calculated	for	59	

the	volumetric	gas	concentrations	as	they	increase,	the	equilibrium	global	temperature	60	
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change	is	computed	by	multiplying	the	sum	of	these	forcings	by	the	equilibrium	sensitivity	61	

factor	currently	favored	by	the	IPCC,	and	the	increments	of	equilibrium	temperature	62	

change	are	converted	to	transient	temperature	changes	using	a	two	layer	ocean	thermal	63	

mixing	model.		64	

Emission Scenarios 65	

Greenhouse	warming	is	driven	by	the	increase	in	the	atmospheric	levels	of	CO2,	CH4	and	66	

other	greehouse	gases	that	result	from	the	burning	of	fossil	fuels.		Between	1970	and	2002,	67	

world	energy	consumption	from	all	sources	(coal,	gas,	oil,	nuclear,	hydro	and	renewables)	68	

increased	at	the	rate	of	2.1%	per	year.		In	the	year	2005	six	and	a	half	billion	people	69	

consumed	~440EJ	(EJ=	exajoules	=	1018	joules,	1	joule	=	1.055	Btu;	EIA,	2011)	of	energy.		70	

Oil	and	gas	supplied	110	EJ	each,	coal	165EJ,	and	other	sources	(hydro,	nuclear,	and	71	

renewables	such	a	wind	and	solar)	55	EJ	(MiniCAM	scenario,	Clark,	2007).		In	2100	the	72	

world	population	is	projected	to	plateau	at	~10.5	billion.		If	the	per	person	consumption	73	

then	is	at	today’s	European	average	of	~7	kW	p‐1,	global	energy	consumption	in	2100	74	

would	be	2300	EJ	per	year	(74	TW).		We	start	with	the	fuel	consumption	pattern	at	2005	75	

AD	and	grow	it	exponentially	so	that	it	reaches	2300	EJ	per	year	at	the	end	of	a	“transition”	76	

period.		At	the	end	of	the	transition	the	energy	is	supplied	almost	entirely	by	low	carbon	77	

sources	in	all	cases,	but	in	the	first	half	of	the	transition,	which	we	call	the	growth	period,	78	

hydrocarbon	consumption	either	increases	on	the	current	trajectory	(the	“business‐as‐79	

usual”	scenario),	increases	at	the	same	equivalent	rate	with	gas	substituted	for	coal	and	oil	80	

(a	“substitute‐gas	scenario),	or	declines	immediately	(the	low‐carbon‐fast	scenario).		Coal	81	

use	is	phased	out	at	exactly	the	same	rate	in	the	substitute‐gas	and	low‐carbon‐fast	82	

scenarios,	so	that	the	reduction	of	SO2	and	carbon	black	emissions	is	exactly	the	same	in	83	

these	two	scenarios	and	therefor	is	not	a	factor	when	we	compare	the	reduction	in	84	

greenhouse	warming	for	the	substitute‐gas	and	the	low‐carbon‐fast	scenarios.			85	

Figure	1	shows	the	three	fuel	scenarios	considered	for	a	100	year	transition:	86	

 In	first	half	(growth	period)	of	the	business‐	as‐usual	scenario	(A	in	Figure	1),	fossil	87	

fuel	consumption	increases	2.9	fold	from	440	EJ/yr	in	2005	to	1265	EJ/yr	over	the	88	
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50	year	growth	period,	and	then	declines	to	205.6	EJ/yr	after	the	full	transition.	The	89	

mix	of	hydrocarbons	consumed	at	the	end	of	the	transition	produces	CO2	emissions	90	

at	the	same	4.13	GtC/yr	rate	as	at	the	end	of	the	other	scenarios.		The	total	energy	91	

consumption	grows	at	2.13	%	per	year	in	the	growth	period,	and	at	1.2%	over	the	92	

decline	period.		The	growth	period	is	a	shifted	(to	start	in	2005),	slightly	simplified,	93	

exponential	version	of	the	MiniCAM	scenario	in	Clark	(2007).		We	increase	the	94	

hydrocarbon	consumption	by	the	same	factors	as	in	the	MiniCAM	scenario,	and	95	

determine	the	renewable	growth	by	subtracting	the	hydrocarbon	energy	96	

consumption	from	this	total.			The	growth‐decline	combination	is	similar	to	the	base	97	

scenario	used	by	Wigley(2011).			98	

 In	the	substitute‐gas	scenario	(B	in	Figure	1),	gas	replaces	coal	and	new	oil	99	

consumption	over	the	growth	period,	and	is	replaced	by	low	carbon	fuels	in	the	100	

decline	period.				Gas	replaces	coal	on	an	equal	electricity‐generation	basis	101	

(∆Hgas=∆Hcoal	Rcoal/Rgas	=	234	EJ	y‐1,	see	Table	1),	and	gas	replaces	new	oil	(165	EJ	y‐1)	102	

on	an	equal	heat	content	basis.			Gas	use	at	the	end	of	the	growth	period	is	thus	729	103	

EJ	y‐1,	rather	than	330	EJ	y‐1in	the	business‐as‐usual	scenario.		The	growth	of	104	

renewable	energy	consumption	is	greater	than	in	(A).		Over	the	ensuing	decline	105	

period,	oil	consumption	drops	to	75	EJ	y‐1	and	gas	to	175	EJ	y‐1.			106	

 In	the	low‐carbon‐fast	scenario	(C	in	Figure	1),	low	carbon	energy	sources	replace	107	

coal,	new	gas,	and	new	oil	over	the	growth	period,	and	gas	use	grows	and	oil	use	108	

decreases	so	that	the	consumption	at	the	end	is	the	same	as	in	the	substitute‐gas	109	

scenario.		110	

These	scenarios	are	intended	to	provide	a	simple	basis	for	assessing	the	benefits	of	111	

substituting	gas	for	coal;	they	are	intended	to	be	instructive	and	realistic	enough	to	be	112	

relevant	to	future	societal	decisions.		The	question	they	pose	is:	How	far	will	substituting	113	

gas	for	coal	and	some	oil	take	us	toward	the	greenhouse	benefits	of	an	immediate	and	rapid	114	

conversion	to	low	carbon	energy	sources.	115	
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Figure	1		Three	fuel	consumption	scenarios	compared	in	this	paper:		(A)	Fossil	fuel	use	in	the	business‐as‐usual	117	
scenario	continues	the	present	growth	in	fossil	fuel	consumption	in	the	initial	50	year	growth	period	before	low	118	
carbon	energy	sources	replace	fossil	fuels	in	the	decline	period.		(B)	In	the	substitute‐gas	scenario,		gas	replaces	119	
coal	such	that	the	same	amount	of	electricity	is	generated,	and	substitutes	for	new	oil	on	an	equal	heat	energy	120	
basis.		(C)	In	the	low‐carbon‐fast	scenario,	low	carbon	energy	sources	immediately	substitute	for	coal	and	new	oil	121	
and	gas	in	the	growth	period,	and	gas	use	declines	and	substitutes	for	oil	in	the	decline	period.		Numbers	indicate	122	
the	consumption	of	the	fuels	in	EJ	per	year	at	the	start,	midpoint,	and	end	of	the	transition	period.		The	total	123	
energy	use	is	the	same	in	all	scenarios	and	is	indicated	at	the	start,	midpoint,	and	end	by	the	bold	black	numbers	124	
in	(C).	125	
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Table	1.			Parameters	used	in	the	calculations.			I	is	the	energy	content	of	the	fuel,	R	the	efficiency	of	conversion	to	126	
electricity,	and	and		the	carbon	and	methane	emissions	factors.		See	text	for	discussion.	127	

	 I[EJ	Gt‐1]	 R[EJe	EJ‐1]	 ξ	[GtC	EJ‐1] ζ[GtCH4	EJ‐1]	

Gas	 55	 0.6	 0.015	 1.8x10‐4	for	a	leakage	of	1%	of	production

Oil	 43	 	 0.020	 	

Coal	 29	 0.32	 0.027	 1.2x10‐4	for	5m3/t	

	128	

Computation Method and Parameters 129	

Table	1	summarizes	the	parameters	used	in	the	calculations.		I[EJ	Gt‐1],	gives	the	heat	130	

energy	produced	when	each	fossil		fuel	is	burned	in	exajoules	(1018	joules)	per	gigaton	(109	131	

tons)	of	the	fuel.		The	values	we	use	are	from	http://www.natural‐132	

gas.com.au/about/references.html.	The	energy	density	of	coal	varies	from	25‐37	GJ/t,	133	

depending	on	the	rank	of	the	coal,	but	29	GJ/t	is	considered	a	good	average	value	for	134	

calculations.				135	

R[EJe	EJ‐1]	is	the	efficiency	with	which	gas	and	coal	can	be	converted	to	electricity	in	136	

exajoules	of	electrical	energy	per	exajoule	of	heat.		Gas	can	generate	electricity	with	much	137	

greater	efficiency	than	coal	because	it	can	drive	a	gas	turbine	whose	effluent	heat	can	then	138	

be	used	to	drive	a	steam	generator.		Looking	forward,	older	low	efficiency	coal	plants	will	139	

likely	be	replaced	by	higher	efficiency	combined	cycle	gas	plants	of	this	kind.		The	electrical	140	

conversion	efficiencies	we	adopt	in	Table	1	are	those	selected	by	Hayhoe	et	al.	(2002,	their	141	

Table	II).			142	

The	carbon	emission	factors	in	gigatons	of	carbon	released	to	the	atmosphere	per	exajoule	143	

of	combustion	heat,	ξ	[GtC	EJ‐1],	listed	in	the	fourth	column	of	Table	1	are	the	factors	144	

compiled	by	the	EPA(2005)	and	used	by	Wigley	(2011).			145	

Finally,	the	methane	emission	factors,	ζ[GtCH4	EJ‐1]	in	the	last	column	of	Table	1	are	146	

computed	from	the	fraction	of	methane	that	leaks	during	the	production	and	delivery	of	147	

natural	gas	and	the	volume	of	methane	that	is	released	to	the	atmosphere	during	mining	148	

and	transport	of	coal:		149	
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]Gt EJ[]Gt Gt[]EJ Gt[ -1
burned-CH4

-1
burned-CH4vented-CH4

-1
CH4 ILgas  	 	 	 	 (1a)	150	

]Gt EJ[]m [] tm[]EJ Gt[ -1
burned-coal

-3
CH44CH4

-1
mined-coal

3
CH4

-1
CH4 ItV CHcoal   	 .	 	 (1b)	151	

The	density	of	methane	in	(1b)	CH4=	0.71x10‐3	tons	per	m3.		We	treat	the	methane	vented	152	

to	the	atmosphere	during	the	production	and	distribution	of	natural	gas,	L,	parametrically	153	

in	our	calculations.		The	natural	gas	leakage,	L,	is	defined	as	the	mass	fraction	of	natural	gas	154	

that	is	burned.			155	

We	assume	in	our	calculations	that	5	m3	of	methane	is	released	per	ton	of	coal	mined.		The	156	

leakage	of	methane	during	coal	mining	has	been	reviewed	in	detail	by	Howarth	et	al.	157	

(2011)	and	Wigley	(2011).		Combining	leakages	from	surface	and	deep	mining	in	the	158	

proportions	that	coal	is	extracted	in	these	two	processes,	they	arrive	at	6.26	m3/t	and	4.88	159	

m3/t	respectively.		The	value	we	use	lies	between	these	two	estimates,	and	appears	to	be	a	160	

reasonable	estimate	(e.g.,	see	Saghafi	et	al.,	1997),	although	some	have	estimated	much	161	

higher	values	(e.g,	Hayhoe	et	al.,	2002,	suggest	~23	m3/t).	162	

The	yearly	discharge	of	CO2	(measured	in	tons	of	carbon)	and	CH4	to	the	atmosphere,	163	

QC[GtC	y‐1]	and	QCH4[GtCH4	y‐1],	are	related	to	the	heat	produced	in	burning	the	fuels,	H[EJ	y‐164	

1]	in	Figure	1:	165	

]EJ Gt[]y EJ[]yGt[ -1
C

-1-1
C HQC  	 	 	 	 	 	 (2a)	166	

]EJ Gt[]y EJ[]yGt[ -1
CH4

-1-1
C4 HQCH  	 	 	 	 	 (2b)

	
167	

The	volume	fractions	of	CO2	and	CH4	added	to	the	atmosphere	in	year	ti	by	(1)	are:	168	
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Here	Matm[t]	=	5.3	x	1015	tons	is	the	mass	of	the	atmosphere,	WCO2	is	the	molecular	weight	of	171	

CO2	(44	g/mole),	and	VCO2	is	the	molar	volume	of	CO2,	etc.		In	(2a)	the	first	molecular	weight	172	

ratio	converts	the	yearly	mass	addition	of	carbon	to	the	yearly	mass	addition	of	CO2,	and	173	

the	second	mass	fraction	ratio	converts	this	to	the	volume	fraction	of	CO2	in	the	174	

atmosphere.		We	assume	the	gases	are	ideal	and	thus	VCO2=	Vair.	175	

Each	yearly	input	of	carbon	dioxide	and	methane	is	assumed	to	decay	with	time	as	follows:	176	

     
  186.151.189.172

2

222

186.0338.0259.0217.0
ttt

CO

COiCOiCO

eeetf

tftXttX






	 	 	

(4a)		177	

     
  12

4

444

t

CH

CHiCHiCH

etf

tftXttX





,	 	 	 	 	 	 (4b)	178	

where	t	is	time	in	years	after	the	input	of	a	yearly	increment	of	gas	at	ti.		These	decay	rates	179	

are	those	assumed	by	the	IPCC	(2007,	Table	2.14).		The	12	year	decay	time	for	methane	in	180	

(4b)	is	a	perturbation	lifetime	that	takes	into	account	chemical	reactions	that	increase	181	

methane’s	lifetime	according	to	the	IPCC	(2007,	§2.10.3.1).		The	decay	of	CO2	described	by	182	

(4a)	does	not	account	for	changes	with	time	in	the	carbonate‐bicarbonate	equilibrium	183	

(such	as	decreasing	CO2	solubility	as	the	temperature	of	the	ocean	surface	waters	184	

increases)	which	become	important	at	higher	concentrations	of	atmospheric	CO2	(see	NRC,	185	

2011;	Eby	et	al.,	2009).		Equation	(4a)	thus	probably	understates	the	amount	of	CO2	that	186	

will	be	retained	in	the	atmosphere	when	warming	has	become	substantial.	187	

The	concentration	of	carbon	dioxide	and	methane	in	the	atmosphere	as	a	function	of	time	is	188	

computed	by	summing	the	additions	each	year	and	the	decayed	contributions	from	the	189	

additions	in	previous	years:		190	

       

       














1

1
4444
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1
2222
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j
jiCHjCHiCHiCH
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j
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where	  iCO tX 2 	and	  iCH tX 4 are	volumetric	concentration	of	CO2	and	CH4	in	ppmv	and	ppbv	192	

respectively,	i	runs	from	1	to	ttot	where	ttot	is	the	duration	of	the	transition	in	years,	and	the	193	

sum	terms	on	the	right	hand	sides	does	not	contribute	unless	i	≥	2.	194	

	The	radiative	forcings	for	carbon	dioxide	and	methane,	∆FCO2[W	m‐2]	and	∆FCO2[W	m‐2]	are	195	

computed	using	the	following	formulae	given	in	the	IPCC	(2001,	§6.3.5):	196	
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	 (6)	197	

We	start	our	calculations	with	the	atmospheric	conditions	in	2005:	XCO2[t=0]=379	ppmv,	198	

XCH4[t=0]=1774	ppbv,	and	the	N2O	concentration,	No	=319	ppbv.			ψCH4	is	a	factor	that	199	

magnifies	the	direct	forcing	of	CH4	to	take	into	account	the	indirect	interactions	caused	by	200	

increases	in	atmospheric	methane.		The	IPCC(2007)	suggests	these	indirect	interactions	201	

increase	the	direct	forcing	first	by	15%	and	then	by	an	additional	25%,	with	the	result	that	202	

ψCH4	=	1.43.		Shindell	et	al.	(2009)	have	suggested	additional	indirect	interactions	which	203	

increase	ψCH4		to	~1.94.		There	is	continuing	discussion	of	the	validity	of	Shindell	et	al.’s	204	

suggested	additional	increase	(see	Hultman	et	al.,	2011).			We	generally	use	ψCH4		=1.43	in	205	

our	calculations,	but	consider	the	impact	of	ψCH4		to	~1.94	where	it	could	be	important.		206	

The	radiative	forcing	of	the	greenhouse	gas	additions	in	(6)	drives	global	temperature	207	

change.		The	ultimate	change	in	global	temperature	they	cause	is:	208	

 42
1

42 CHCOSCHCO
equil FFTTT   ,	 	 	 	 	 (7)	209	

where	 1
S is	the	equilibrium	climate	sensitivity.		We	adopt	the	IPCC,	2007	value	 8.01 

S ,	210	

which	is	equivalent	to	assuming	that	a	doubling	of	atmospheric	CO2[ppmv]	causes	a	3°C	211	

global	temperature	increase.	212	

The	heat	capacity	of	the	ocean	delays	the	surface	temperature	response	to	greenhouse	213	

forcing.		Assuming,	following	Solomon	et	al	(2011),	a	two	layer	ocean	where	the	mixed	214	

layer	is	in	thermal	equilibrium	with	the	atmosphere:	215	
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	.	 	 	 	 (8)	216	

Here		is	the	heat	transfer	coefficient	for	the	flow	of	heat	from	the	mixed	layer	into	the	deep	217	

layer	in	W	K‐1	m‐2,	and	s	is	the	heat	transfer	coefficient	into	the	mixed	layer	from	the	218	

atmosphere	(and	the	inverse	of	the	equilibrium	climate	sensitivity).	Cmix	and	Cdeep	are	the	219	

heat	storage	capacities	per	unit	surface	area	of	the	mixed	and	deep	layers	in	J	K‐1	m‐2.		220	

Defining	 mix
equil

mixmix TTT  ,	 deep
equil

mixdeep TTT  ,	 mixtt  ,	and	 1 smixmix C  ,	we	can	221	

write:	222	
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.	 	 	 	 (9)	223	

For	the	imposition	of	a	sudden	increase	in	greenhouse	forcing	that	will	ultimately	produce	224	

an	equilibrium	temperature	change	of	 equil
mixT as	described	by	(7),	the	solution	to	(8)	is:	225	

 





























 

mixdmixm

equil
mixmix e

ta
e

taTT  11 exp1exp1 .	 	 	 (10)	226	

Here	em	and	ed	are	the	magnitudes	of	the	eigenvalues	of	the	matrix	in	(9),	and	the	227	

coefficient,	a,	is	determined	by	the	initial	condition	that	the	layers	are	not	thermally	228	

perturbed	before	the	increment	of	greenhouse	forcing	is	imposed.			229	

Insight	is	provided	by	noting	that	the	eigenvalues	and	parameter	a	in	(10)	are	functions	of		230	

the	ratios	of	heat	transfer	and	heat	storage	parameters	 1
s 	and	 1

mixdeepCC 	only,	and	can	be	231	

approximated	to	within	±10%:		232	
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It	is	unlikely	that	that	heat	will	be	transferred	out	the	base	of	the	mixed	layer	more	234	

efficiently	than	it	is	into	the	top	of	the	mixed	layer	because	the	transfer	will	be	mostly	235	

driven	by	winds	and	cooling	of	the	ocean	surface.		For	this	reason	the	heat	transfer	236	

coefficient	ratio	 1
s is	almost	certainly	≤1	and	the	reduction	of	temperature	is	greatest	for	237	

11 
s .		For	 11 

s ,	the	initial	temperature	change	in	the	mixed	layer	will	be	about	half	238	

the	change	that	will	occur	when	the	ocean	layers	are	fully	warmed,	and	the	response	time	239	

required	to	reach	this	equilibrium	change	(the	time	required	to	reach	2/3rds		of	the	240	

equilibrium	value)	will	be	about	½	of	the	response	time	of	the	mixed	layer	(e.g.,	 2
11 

mixe ).		241	

For	 11 
s ,	the	response	time	of	the	deep	layer	is	twice	the	heat	storage	capacity	ratio	242	

times	the	response	time	of	the	mixed	layer:	 mixmixdeepCC 12  .	243	

The	transient	temperature	change	can	be	computed	from	the	equilibrium	temperature	244	

change	in	(7)	by	convolving	in	a	fashion	similar	to	what	was	done	in	(5):	245	
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,		 	 (12)	246	

where	i	≥	j.		We	do	not	use	the	approximations	of	equation	(11)	when	we	carry	out	the	247	

convolution	in	(12).			Rather	we	solve	for	the	actual	values	of	the	eigenvalues	and	248	

parameter	a	from	the	matrix	in	(9)	at	each	yearly	increment	in	temperature	change.		For	249	

mix	=	5	years,	Tmix	will	reach	0.483	Tmixequil	with	a	decay	time	of	2.5	years	and	rise	to	250	

Tmixequil	with	a	decay	time	of	200	years.	251	

The	current	consensus	seems	to	be	that	 11 
s 	and	the	transient	thermal	response	is	252	

about	half	the	full	equilibrium	forcing	value	(NRC,	2011,	§3.3).		The	ratio	of	the	heat	storage	253	

capacity	of	the	deep	to	mixed	layer,	 1
mixdeepCC 	is	probably	at	least	20,	a	value	adopted	by	254	

Solomon	et	al.	(2011).		Schwartz	(2007)	estimated	the	thermal	response	time	of	the	mixed	255	

layer	at	~5	years	from	the	temporal	autocorrelation	of	sea	surface	temperatures.		This	may	256	

be	the	best	estimate	of	this	parameter,	but	Schwartz	notes	that	estimates	range	from	2	to	257	

30	years.		Fortunately	the	moderation	of	temperature	change	by	the	oceans	does	not	258	
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impact	the	benefit	of	substituting	gas	for	coal	and	oil	at	all.			It	is	of	interest	in	defining	the	259	

cooling	that	substitution	would	produce,	however.		We	calculate	the	transient	temperature	260	

changes	for	the	full	range	of	ocean	moderation	parameters.		261	

Equations	(1)	to	(10)	plus	(12),	together	with	the	parameters	just	discussed	define	262	

completely	the	methods	we	use	to	calculate	the	global	warming	caused	by	the	fuel	use	263	

scenarios	in	Figure	1.			264	
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	265	

Figure	2	Changes	in	(A)	carbon	dioxide	and	(B)	methane	concentrations	computed	for	the	three	fuel	scenarios	266	
shown	in	Figure	1	and	three	different	transition	intervals	(50	100	and	200	years).			In	this	and	subsequent	figures	267	
the	blue	curves	indicate	the	business‐as‐usual	fuel	use	scenario,	the	green	curves	indicate	the	substitute‐gas	268	
scenario,	and	the	red	curves	the	low‐carbon‐fast	scenario.		The	numbers	indicate	the	change	in	concentrations	of	269	
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CO2	and	methane	from	the	379	ppmv	for	CO2	and	1774	ppbv	for	CH4	levels	present	in	the	atmosphere	in	2005.		270	
The	calculation	is	based	on	L=	1%	of	gas	consumption	and	V=	5	m3	methane	per	ton	of	coal	burned.			271	

Results 272	

Figure	2	shows	the	additions	of	CO2	in	ppmv	and	methane	in	ppbv	that	occur	for	the	273	

different	fuel	consumption	scenarios	show	in	Figure	1	for	the	three	transition	periods	(50,	274	

100	and	200	years).		The	methane	leakage	is	assumed	to	be	1%	of	consumption.		Five	cubic	275	

meters	of	methane	are	assumed	to	leak	to	the	atmosphere	for	each	ton	of	coal	mined.		The	276	

atmospheric	methane	concentrations	track	the	pattern	of	methane	release	quite	closely	277	

because	methane	is	removed	quickly	from	the	atmosphere	with	an	exponentially	decay	278	

constant	of	12	years	(equation	4b).		On	the	other	hand,	because	only	a	portion	of	the	CO2	279	

introduced	into	the	atmosphere	by	fuel	combustion	is	removed	quickly	(see	equation	4a),	280	

CO2	accumulates	across	the	transition	periods	and,	as	we	will	show	below,	persists	for	a	281	

long	time	thereafter.	282	

0 100 200

time [years]

Ra
di

at
iv

e
Fo

rc
in

g
[W

m
-2

]

0

5

Methane

Carbon Dioxide
business as usual

substitute gas

low carbon fast

40%

41%

42%

	283	

Figure	3	Radiative	forcings	calculated	for	the	carbon	dioxide	and	methane	additions	shown	in	Figure	2	using	284	
equation	(6)	and	assuming	ΨCH4=1.43.			The	blue	curves	indicate	the	business	as	usual	scenario	for	the	50,	100	285	
and	200	year	transition	periods,	the	green	the	substitute‐gas	scenario,	and	the	red	the	low‐carbon‐fast	scenario.	286	
The	numbers	indicate	the	reduction	in	CO2	forcing	achieved	by	substituting	gas,	expressed	as	a	percentage	of	the	287	
reduction	achieved	by	the	low‐carbon‐fast	scenario.	288	



14	
	

Figure	3	shows	the	radiative	forcings	corresponding	to	the	atmospheric	gas	concentrations	289	

shown	in	Figure	2	using	equation	(6).		The	methane	forcing	is	a	few	percent	of	the	CO2	290	

forcing,	and	thus	is	unimportant	in	driving	greenhouse	warming	for	a	gas	leakage	rate	of	291	

1%.	292	

Figure	4	shows	the	global	warming	predicted	from	the	radiative	forcings	in	Figure	3	for	293	

various	degrees	of	heat	loss	to	the	ocean.		We	take	the	equilibrium	climate	sensitivity	 1
s =	294	

0.8	(e.g.,	a	doubling	of	CO2	causes	a	3°C	of	global	warming).		The	faster	transitions	produce	295	

less	global	warming	because	they	put	less	CO2	into	the	atmosphere.		The	thermal	296	

modulation	of	the	oceans	can	reduce	the	warming	by	up	to	a	factor	of	two.		For	example,	297	

Figure	4A	shows	the	global	warming	that	would	result	from	the	business‐as‐usual	scenario	298	

if	there	were	no	heat	losses	to	the	ocean	ranges	from	1.5°C	for	the	50	year	transition	to	299	

3.3°C	for	the	200	year	transition.			Figure	4C	indicates	that	heat	exchange	to	the	oceans	300	

could	reduce	this	warming	by	a	factor	of	two	for	the	long	transitions	and	three	for	the	50	301	

year	transition.		A	warming	reduction	this	large	is	unlikely	because	it	assumes	extreme	302	

parameter	values:	a	deep	ocean	layer	with	a	heat	storage	50	times	the	shallow	mixed	layer,	303	

and	a	long	mixing	time	for	the	shallow	layer	(mix	=	50	years).		Figure	4B	indicates	the	more	304	

likely	ocean	temperature	change	moderation	based	on	mid‐range	deep	layer	storage	305	

( 1
mixdeepCC =20)	and	mixed	layer	response	time	(mix	=	5	years)	parameter	values.				306	

The	important	message	of	this	figure	for	the	purposes	of	this	paper,	however,	is	not	the	307	

amount	of	warming	that	might	be	produced	by	the	various	fuel	scenarios	of	Figure	1,	but	308	

the	indication	that	the	reduction	in	greenhouse	warming	from	substituting	gas	for	coal	and	309	

oil	is	not	significantly	affected	by	heat	exchange	with	the	ocean	or	by	the	duration	of	the	310	

transition	period.		The	same	percent	reduction	in	global	warming	from	substituting	gas	for	311	

coal	and	oil	is	realized	regardless	of	the	duration	of	the	transition	period	or	the	degree	of	312	

thermal	moderation	by	the	ocean.		The	benefit	of	substituting	gas	is	a	percent	or	so	less	for	313	

the	short	transitions,	and	the	ocean	moderation	reduces	the	benefit	by	a	percent	or	so,	but	314	

the	benefit	in	all	circumstances	remains	~38%.		Heat	loss	into	the	oceans	may	reduce	the	315	

warming	by	a	factor	of	two,	but	the	benefit	of	substituting	gas	is	not	significantly	affected.	316	
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Figure	4.		Global	warming	produced	by	the	forcings	in	Figure	3	computed	using	equations	(7,	10,	and	12).		The	319	
blue	curves	indicate	temperature	changes	under	the	business‐as‐usual	scenario	for	50,	100	and	200	year	320	
transition	durations,	and	the	green	and	red	curves	indicate	the	temperature	changes	for	the	substitute‐gas	and	321	
low‐carbon‐fast	scenarios.				The	colored	numbers	indicate	the	temperature	changes,	and	the	black	numbers	the	322	
reduction	in	temperature	achieved	by	the	substitute‐gas	scenario	expressed	as	a	fraction	of	the	temperature	323	
reduction	achieved	by	the	low‐carbon‐fast	scenario.		(A)	The	warming	when	there	is	no	thermal	interaction	with	324	
the	ocean	(or	the	ocean	layers	thermally	equilibrate	very	quickly).		(B)	Warming	under	a	likely	ocean	interaction.		325	
(C)	Warming	with	a	very	high	ocean	thermal	interaction.		The	ocean	mixing	parameters	are	indicated	in	(B)	and	326	
(C).		All	calculations	assume	gas	leakage	is	1%	of	consumption	and	the	IPCC	methane	climate	sensitivity.	327	
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Figure	5	compares	the	methane	forcing	of	the	substitute‐gas	scenario	to	the	CO2	forcing	of	328	

the	business‐as‐usual	scenario	for	the	50	and	100	year	transition	durations.			The	forcing	329	

for	the	1%	methane	curves	are	the	same	as	in	Figure	3,	but	is	continued	out	to	200	years	330	

assuming	the	fuel	use	remains	the	same	as	at	the	end	of	the	of	the	transition	period.		331	

Similarly	the	business‐as‐usual	curve	is	the	same	as	in	Figure	3	continued	out	to	200	years.		332	

The	figure	shows	that	the	methane	forcing	increases	as	the	percent	methane	leakage	333	

increases,		and	becomes	equal	to	the	CO2	forcing	in	the	business‐as	usual	scenario	when	the	334	

leakage	is	~15%	of	consumption	for	the	50	year	transition	and	30%	of	consumption	for	the	335	

100	year	transition.		At	the	end	of	the	transition	the	methane	radiative	forcings	fall	to	the	336	

level		that	can	be	steadily	maintained	by	the	constant	methane	leakage	associated	with	the	337	

small	continued	natural	gas	consumption.		The	CO2	forcing	under	the	business‐as‐usual	338	

scenario	fall	a	bit	and	then	rise	at	a	slow	steady	rate,	reflecting	the	proscription	that	26%	of	339	

the	CO2	released	to	the	atmosphere	is	only	very	slowly	removed	and	22%	is	not	removed	at	340	

all	(equation	3a).		This	slow	rise	emphasizes	that	even	very	low	releases	of	CO2	can	be	of	341	

concern.		The	methane	in	the	atmosphere	would	rapidly	disappear	in	a	few	decades	if	the	342	

methane	venting	were	stopped,	whereas	the	CO2	curves	would	flatten	but	not	drop	343	

significantly.		Finally,	Figure	5A	shows	that	the	greater	methane	climate	sensitivity	344	

proposed	by	Shindell	et	al	(2009)	(CH4=1.94)	would	make	a	10%	methane	venting	345	

equivalent	to	a	15%	venting	with	CH4=1.43		(the	IPCC	methane	climate	sensitivity).				346	
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	347	

Figure	5.		Radiative	forcings	of	CO2	for	the	business	as	usual	scenario	(blue	curves)	and	for	CH4	for	various	gas	348	
leakage	rates	in	the	substitute‐gas	scenario	(green	curves).		The	1%		methane	curves	and	the	business	as	usual	349	
curves	are	the	same	as	in	Figure	3	except	the	vertical	scale	is	expanded	and	the	curves	are	extended	from	the	end	350	
of	the	transition	to	200	years	assuming	the	gas	emissions	are	the	same	as	at	the	end	of	the	transition	past	100	351	
years.	The	methane	forcings	plateau	at	the	levels	corresponding	to	the	atmospheric	concentration	supported	by	352	
the	steady	CH4	emissions.		The	CO2	forcing	increases	because	an	appreciable	fraction	of	the	CO2	emissions	are	353	
removed	slowly	or	not	at	all	from	the	atmosphere.		The	methane	forcings	all	assume	the	IPCC	methane	climate	354	
sensitivity	(CH4=1.43)	except	the	single	red	curve,	which	assumes	the	methane	climate	sensitivity	suggested	by	355	
Shindell	et	al.	(2009)	(CH4=1.94).	356	
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Figure	6.		Impact	of	methane	leakage	on	global	warming	for	transition	periods	of	(A)	50,	(B)	100,	and	(C)	200	358	
years.		As	the	leakage	rate	(green	percentage	numbers)	increase,	the	warming	of	the	substitute‐gas	scenario	359	
(green	curves)	increases,	the	blue	business‐as‐usual		and	green	substitute‐gas	curves	approach	one	another	and	360	
then	cross,	and	the	percentage	of	the	warming	reduction	attained	by	the	fast	substitution	of	low	carbon	energy	361	
sources	decrease	and	then	become	negative.		The	warmings	assume	the	same	exchange	with	the	ocean	as	in	362	
Figure	4B.	363	

Figures	6	illustrates	how	the	benefits	of	substituting	gas	for	coal	and	oil	disappear	as	the	364	

methane	leakage	increases	above	1%	of	total	methane	consumption.		The	figure	shows	the	365	

global	warming	calculated	for	the	ocean	heat	exchange	show	in	Figure	4B.		As	the	methane	366	

leakage	increases,	the	green	substitute‐gas	scenario	curves	rise	toward	and	then	exceed	the	367	

blue	business‐as‐usual	curves,	and	the	benefit	of	substituting	gas	disappears.		The	gas	368	
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leakage	at	which	substituting	gas	for	oil	and	coal	warms	the	earth	more	than	the	business‐369	

as‐usual	scenario	is	smallest	(L~10%)	for	the	50	year	transition	period	and	largest	370	

(L~35%)	for	the	200	year	transition	period.			371	

Figure	7	summarizes	how	the	benefit	of	gas	substitution	depends	on	the	gas	leakage	rate.		372	

For	the	IPCC	methane	climate	sensitivity	(CH4=1.43),	the	benefit	of	substituting	gas	goes	to	373	

zero	when	the	gas	leakage	is	44%	of	consumption	(30%	of	production)	for	the	200	year	374	

transition,	24%	of	consumption	(19%	of	production)	for	the	100	year	transition,	and	13%	375	

of	consumption	(12%	or	production)	for	the	50	year	transition.				For	the	Shindell	et	al.	376	

climate	sensitivity	corresponding	to	CH4=1.94,	the	crossover	for	the	50	year	transition	377	

occurs	at	a	gas	leakage	of	~9%	of	consumption,	and	reasonable	ocean	thermal	mixing	378	

reduces	this	slightly	to	~8%	of	consumption	(7.4%	of	production).		This	last	is	379	

approximately	the	cross‐over	discussed	by	Howarth	et	al.	(2011	and	2012).		In	their	papers	380	

they	suggest	a	methane	leakage	rate	as	high	as	8%	of	production	is	possible,	and	therefor	381	

that	natural	gas	could	be	as	bad	(if	compared	on	the	basis	of	electricity	generation)	or	twice	382	

as	bad	(if	compared	on	a	heat	content	basis)	as	coal	over	a	short	transition	period.		As	383	

discussed	in	the	next	section,	a	leakage	rate	as	high	as	8%	is	difficult	to	justify.		Figure	7	384	

thus	shows	the	significance	of	Shindell’s	higher	methane	climate	sensitivity	to	Howarth’s	385	

proposition.		Without	it,	an	even	less	plausible	methane	leakage	rate	of	13%	would	be	386	

required	to	make	gas	as	bad	or	twice	as	bad	as	coal	in	the	short	term.		Over	the	longer	term,	387	

substitution	of	gas	is	beneficial	even	at	high	leakage	rates‐	a	point	completely	missed	by	388	

Howarth	et	al.	389	
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	390	

Figure	7.		The	reduction	of	greenhouse	warming	attained	by	substituting	natural	gas	for	coal	and	oil	(substitute‐391	
gas	scenario),	expressed	as	a	percentage	of	the	reduction	attained	by	immediately	substituting	low	carbon	fuels	392	
(low‐C‐fast	scenario),	plotted	as	a	function	of	the	gas	leakage	rate.		At	leakage	rates	less	than	~1%,	the	benefit	of	393	
substituting	natural	gas	is	>40%	that	of	immediately	substituting	low	carbon	energy	sources.		The	benefit	394	
declines	more	rapidly	with	leakage	for	short	transitions.	The	top	three	curves	assume	an	IPCC	methane	climate	395	
sensitivity	(CH4=1.43).		The	bottom	two	show	the	impact	of	the	greater	methane	climate	sensitivity	suggested	by	396	
Shindell	et	al	(2009)	(CH4=1.94).		The	ocean	mixing	curve	adds	the	small	additional	impact	of	thermal	exchange	397	
with	the	oceans	at	the	rate	shown	in	Figure	4B	to	the	CH4=1.94	curve	immediately	above	it.		398	

What is the gas leakage rate 399	

The	most	extensive	syntheses	of	data	on	fugitive	gases	associated	with	unconventional	gas	400	

recovery	is	an	industry	report	to	the	EPA	commissioned	by	The	Devon	Energy	Corporation	401	

(Harrison,	2012).		It	documents	gas	leakage	during	the	completion	of	1578	unconventional	402	

(shale	gas	or	tight	sand)	gas	wells	by	8	different	companies	with	a	reasonable	403	

representation	across	the	major	unconventional	gas	development	regions	of	the	U.S.		Three	404	

percent		of	the	wells	in	the	study	vented	methane	to	the	atmosphere.		Of	the	1578	405	

unconventional	(shale	gas	or	tight	sand)	gas	wells	in	the	Devon	study,	1475	(93.5%)	were	406	

green	completed	‐	that	is	they	were	connected	to	a	pipeline	in	the	pre‐initial	production	407	

stage	so	there	was	no	need	for	them	to	be	either	vented	or	flared.		Of	the	6.5%	of	all	wells	408	

that	were	not	green	completed,	54%	were	flared.		Thus	3%	of	the	1578	wells	studied	409	

vented	methane	into	the	atmosphere.			410	
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The	wells	that	vented	methane	to	the	atmosphere	did	so	at	the	rate	of	765	411	

Mcsf/completion.		The	maximum	gas	that	could	be	vented	from	the	non‐green	completed	412	

wells	was	estimated	by	calculating	the	sonic	venting	rate	from	the	choke	(orifice)	size	and	413	

source	gas	temperature	of	the	well,	using	a	formula	recommended	by	the	EPA.		Since	many	414	

wells	might	vent	at	sub‐sonic	rates,	which	would	be	less,	this	is	an	upper	bound	on	the	415	

venting	rate.		The	total	vented	volume	was	obtained	by	multiplying	this	venting	rate	by	the	416	

known	duration	of	venting	during	well	completion.		These	vented	volumes	ranged	from	417	

340	to	1160	Mscf,	with	an	average	of	765	Mscf.		The	venting	from	an	average	418	

unconventional	shale	gas	well	indicated	by	the	Devon	study	is	thus	~23	Mscf	(=	0.03	x	765	419	

Mscf),	which	is	similar	to	the	18.33	Mcf	EPA	(2010)	estimates	is	vented	during	well	420	

completion	of	a	conventional	gas	well	(half	vented	and	half	flared).				Since	venting	during	421	

well	completion	and	workover	conventional	gas	wells	is	estimated	at	0.01%	of	production	422	

(e.g.,	Howarth	et	al.,	2011),	this	kind	of	venting	is	insignificant	for	both	unconventional	and	423	

conventional	wells.			424	

The	unconventional	gas	leakage	rate	indicated	by	the	Devon	data	is	very	different	from	the	425	

4587	Mscf	the	EPA(2010)	inferred	was	vented	during	well	completion	and	workover	for	426	

unconventional	gas	wells	from	the	amount	of	gas	captured	in	a	very	limited	number	of	427	

“green	completions”	reported	to	them	by	industry	through	their	GasSTAR	program.		In	428	

their	2010	background	technical	support	document	the	EPA	assumed	that	this	kind	of	429	

“green”	capture	was	very	rare,	and	that	the	gas	was	usually	either	vented	or	flared.		430	

Assuming	further	that	the	gas	was	vented	50%	of	the	time,	the	EPA	concluded	that	4587	431	

Mscf	was	vented	to	the	atmosphere	and	that	unconventional	wells	vent	250	times	432	

(=4587/18.3)		more	methane	during	well	completion	and	workover	than	conventional	gas	433	

wells.		The	EPA	(2010)	study	is	a	“Background	Technical	Support	Document”	and	not	an	434	

official	report.		It	was	probably	never	intended	to	be	more	than	an	outline	of	an	approach	435	

and	an	initial	estimate,	and	the	EPA	has	since	cautioned	that	they	have	not	reviewed	their	436	

analysis	in	detail	and	continue	to	believe	that	natural	gas	is	better	for	the	environment	than	437	

coal	(Fulton,	2011).		Nevertheless	the	EPA(2010)	report	suggested	to	many	that	the	438	

leakage	during	well	completion	and	workover	for	unconventional	gas	wells	could	be	a	439	

substantial	percentage		(~2.5%)	of	production,	and	many	accepted	this	suggestion	without	440	
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further	critical	examination	despite	the	fact	that		the	safety	implications	of	the	massive	441	

venting	implied	by	the	EPA	numbers	should	have	raised	questions	(e.g.,	Cathles	et	al.,	442	

2012a,b).			443	

Once	a	well	is	in	place,	the	leakage	involved	in	routine	operation	of	the	well	site	and	in	444	

transporting	the	gas	from	the	well	to	the	customer	is	the	same	for	an	unconventional	well	445	

as	it	is	from	a	conventional	well.		What	we	know	about	this	leakage	is	summarized	in	Table	446	

2.		Routine	site	leaks	occur	when	valves	are	opened	and	closed,	and	leakage	occurs	when	447	

the	gas	is	processed	to	removing	water	and	inert	components,	during	transportation	and	448	

storage,	and	in	the	process	of	distribution	to	customers.		The	first	major	assessment	of	449	

these	leaks	was	carried	out	by	the	Gas	Research	Institute	(GRI)	and	the	EPA	in	1997	and	450	

the	results	are	shown	in	the	second	column	of	Table	2.		Appendix	A	of	EPA(2010)	gives	a	451	

detailed	and	very	specific	accounting	of	leaks	of	many	different	kinds.		These	numbers	are	452	

summed	into	the	same	categories	and	diaplayed	in	column	3	of	Table	2.			EPA(2011)	found	453	

similar	leakage	rates	(column	4).		Skone	(2011)	assessed	leakage	from	6	classes	of	gas	454	

wells.		We	show	his	results	for	unconventional	gas	wells	in	the	Barnett	Shale	in	column	5	of	455	

Table	2.		His	other	well	classes	are	similar.	Venkatish	et	al	(2011)	carried	out	an	456	

independent	assessment	that	is	given	in	column	6.		There	are	variations	in	these	457	

assessments,	but	overall	a	leakage	of	~1.5%	of	production	is	suggested.		Additional	458	

discussion	of	this	data	and	its	compilation	can	be	found	in	Cathles	et	al.	(2012)	and	Cathles	459	

(2012).	460	

Table	2.		Leakage	of	natural	gas	that	is	common	to	both	conventional	and	unconventional	gas	wells	in	perent	of	461	
gas	production.	462	

	 GRI‐EPA	

(1997)	

EPA	

(2010)	

EPA	

(2011)	

Skone	

(2011)	

Venkatish	

et	a.	(2011)	

Routine	site	leaks	 0.37%	 0.40%	 0.39%	 	 	

Processing	 0.15%	 0.12%	 0.16%	 0.21%	 0.42%	

Transportation	&	storage	 0.48%	 0.37%	 0.40%	 0.40%	 0.26%	

Distribution	 0.32%	 0.22%	 0.26%	 	 0.22%	

Totals	 1.32%	 1.11%	 1.21%	 	 	
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	463	

Based	on	the	above	review	the	natural	gas	leakage	rate	appears	to	be	no	different	during	464	

the	drilling	and	well	preparation	of	unconventional	(tight	shales	drilled	horizontally	and	465	

hydrofractured	)	gas	wells	than	for	conventional	gas	wells,	and	the	overall	leakage	from	gas	466	

wells	is	probably	<1.5%	of	gas	production.		In	their	controversial	paper	suggesting	that	gas	467	

could	be	twice	as	bad	a	coal	from	a	greenhouse	warming	perspective,	Howarth	et	al	(2011,	468	

2012)	suggested	routine	site	leaks	could	be	up	to	1.9%	of	production,	leakage	during	469	

transportation,	storage,	and	distribution	could	be	up	to	3.6%	or	production,	and	gas	470	

leakage	from	unconventional	gas	wells	during	well	completion	and	workover	could	be	471	

1.9%	of	production.		Adding	0.45%	leakage	for	liquid	unloading	and	gas	processing,	the	472	

suggested	gas	leakage	could	be	7.9%	of	production,	enough	to	“undercut	the	logic	of	its	use	473	

as	a	bridging	fuel	in	the	coming	decades,	if	the	goal	is	to	reduce	global	warming.”	474	

The	basis	given	by	Howarth	et	al.	(2011)	for	their	more	than	5	fold	increase	in	leakage	475	

during	transportation,	storage,	and	distribution	is:	(a)	a	leakage	in	Russian	pipelines	that	476	

occurred	during	the	breakup	of	the	Soviet	Union	which	is	irrelevant	to	gas	pipelines	in	the	477	

U.S.,	and	(b)	a	debate	on	the	accounting	of	gas	in	Texas	pipelines	that	concerns	royalties	478	

and	tax	returns	(Percival,	2010).			Howarth	et	al.	suggest	in	this	Texas	case	that	the	industry	479	

is	seeking	to	hide	methane	losses	of	more	than	5%	of	the	gas	transmitted,	but	the	480	

proponents	in	the	article	state	“We	don’t	think	they’re	really	losing	the	gas,	we	just	think	481	

they’re	not	paying	for	it”.		In	their	5	fold	increase	in	routine	gas	leaks	(from	the	average	482	

level	in	Table	2	of	0.38%	to	1.9%),	Howarth’s	et	al.	(2011)	cite	a	GAO	study	of	venting	from	483	

wells	in	onshore	and	offshore	government	leases	that	does	not	distinguish	venting	from	484	

flaring.		Lacking	this	distinction,	it	is	not	surprising	that	it	conflicts	dramatically	with	the	485	

summaries	in	Table	2.		We	have	already	discussed	leakage	during	well	completion	and	486	

workover	and	noted	that	the	Devon	data	indicate	Howarth	et	al.’s	1.9%	leakage	at	this	487	

stage	is	hugely	exaggerated	(the	Devon	data	indicates	the	leakage	is	~0.01%	and	similar	to	488	

that	from	conventional	gas	well	completions	and	workovers).	489	

There	have	been	a	number	of	papers	published	recently	that	offer	support	for	Howarth’s	490	

high	leakage	estimates.		Hughes	(2011)	re‐interpreted	data	presented	in	a	widely	491	
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distributed	NETL	powerpoint	analysis	by	Skone	(2011).			By	lowering	Skone’s	Estimated	492	

Ultimate	Recoveries	(EUR)	for	the	Barnell	Shale	from	3	Bcf	to	0.84	Bcf	while	keeping	the	493	

same	estimate	of	leakage	during	well	completion	and	gas	delivery,	Hughes	increased	494	

Skone’s	leakage	estimates	from	2	to	6%	of	production‐	a	level	which	falls	midway	between	495	

Howarth’s	low	and	high	gas	leakage	estimates.		However	leakage	is	a	fraction	of	well	496	

production	(a	well	that	does	not	produce	cannot	emit),	and	thus	is	it	bogus	to	reduce	the	497	

EUR	(the	denominator)	without	also	reducing	the	numerator	(the	absolute	leakage	of	the	498	

well).		Skone’s	data	must	be	evaluated	on	its	own	terms,	not	simply	adjusted	to	fit	someone	499	

else’s	conclusions.	500	

Petron	et	al.	(2012)	analyzed	air	samples	at	the	300	m	high	Bolder	Atmospheric	501	

Observatory	(BAO)	tower	when	the	wind	was	toward	it	from	across	the	Denver‐Julesburg	502	

Basin	(DJB).		Gases	venting	from	condensate	(condensed	gas	from	oil	and	wet	gas	wells)	503	

stock	tanks	in	the	DJB	are	rich	in	propane	relative	to	methane,	whereas	the	raw	natural	gas	504	

venting	from	gas	wells	in	the	DJB	contain	very	little	propane.		From	the	intermediate	ratio	505	

of	propane	to	methane	observed	at	the	BAO	tower	and	estimates	of	leakage	from	the	stock	506	

tanks,	Petrone	et	al.	calculate	that	to	dilute	the	propane	leaking	from	the	stock	tanks	to	the	507	

propane/methane	ratio	observed	at	the	tower,	~4%	of	methane	produced	by	gas	wells	in	508	

the	DJB	must	vent	into	the	atmosphere.		The	air	sampled	at	the	BAO	tower	is	certainly	not	509	

simply	a	mix	of	raw	natural	gas	and	stock	tank	emissions	from	the	DJB	as	Petron	et	al.	510	

assume,	however.		If	this	were	the	case	there	would	be	no	oxygen	in	the	air	at	the	BAO	511	

tower	location.		The	background	atmosphere	must	certainly	mix	in	with	these	two	(and	512	

perhaps	other)	gas	sources.		Background	air	in	the	Denver	area	contains	~1800	ppb	513	

methane	and	very	little	propane.		Mixing	with	the	background	atmosphere	could	dilute	the	514	

stock	tank	emissions	to	the	propane/methane	ratio	observed	at	the	BAO	tower	with	no	515	

leakage	from	gas	wells	in	the	DJB	required	at	all.		Contrary	to	their	suggestion,	the	BAO	516	

tower	data	reported	by	Petrone	et	al.		place	no	constraints	at	all	on	the	gas	leakage	rates	in	517	

the	DJB	what	so	ever.			More	details	are	in	Cathles	(2012).	518	

Certainly	there	is	more	we	could	learn	about	natural	gas	leakage	rates.		The	issue	is	519	

complicated	because	gas	is	used	in	the	transmission	process	so	shrinkage	of	product	does	520	

not	equate	to	venting.		In	addition	there	are	conventions	and	practices	that	make	scientific	521	
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assessment	difficult.			Despite	the	difficulties,	however,	it	appears	that	the	leakage	rate	is	522	

less	than	2%	of	production.	523	

Discussion 524	

We	have	verified	our	computations	by	comparing	them	to	predictions	by	Wigley’s	(2011)	525	

publically	available	and	widely	used	MAGICC	program.		Although	there	are	some	internal	526	

differences,	Table	3	shows	that	the	~40%	reduction	in	greenhouse	warming	we	predict	is	527	

also	predicted	by	MAGICC	when	scenarios	similar	to	the	one	we	consider	here	are	input	to	528	

both	MAGICC	and	our	programs.		The	MAGICC	calculations	start	at	1990	AD	so	we	consider	529	

the	temperature	increases	from	2000	to	the	end	of	the	period.		Fuel	use	is	increased	and	530	

reduced	linearly	rather	than	exponentially,	and	the	fuel	use	at	the	start,	midpoint,	and	end	531	

of	the	transition	simulations	are	slightly	different	than	in	Figure	1.		The	temperature	532	

changes	for	the	200	year	cycle	agree	very	well.		Wigley’s	MAGICC	temperature	change	533	

predictions	become	progressively	lower	than	ours	as	the	transition	interval	is	shortened.		534	

This	may	be	because	MAGICC	includes	a	small	ocean	thermal	interaction,	whereas	the	535	

calculations	we	report	in	Table	3	do	not.	536	

Table	3.		Temperature	changes	predicted	by	Wiglely’s(2011)		MAGICC	program	for	linear	changes	in	fuel	use	537	
similar	to	the	scenarios	in	Figure	1	compared	to	equilibrium	(no	ocean	thermal	interaction)	global	warming	538	
predictions	by	the	program	described	and	used	in	this	paper.		The	first	three	rows	compare	the	temperature	539	
changes	of	the	two	programs.		The	last	row	shows	the	reduction	in	greenhouse	warming	achievable	by	540	
substituting	natural	gas	for	coal	and	oil	as	a	percentage	of	the	reduction	that	would	be	achieved	by	the	rapid	541	
substitution	of	all	fossil	fuels	with	low	carbon	energy	sources.	542	

	 200	year	cycle	 100	year	cycle	 40	year	cycle	

Program	 MAGICC	 This	paper MAGICC This	paper MAGICC	 This	paper

B‐as‐usual	 3.85	 3.68	 2.3	 2.56	 1.05	 1.5	

Swap	gas	 2.85	 2.85	 1.65	 1.94	 0.80	 1.12	

Low	C	fast	 1.7	 1.70	 0.85	 1.09	 0.38	 0.58	

%	reduction	 42%	 42%	 45%	 42%	 37%	 41%	

	543	
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Incorporation	of	the	indirect	contributions	to	methane’s	radiative	forcing	through	ψCH4	in	544	

equation	(6)	was	validated	by	comparing	values	of	GWP	computed	by	(13)	to	published	545	

values	summarized	in	Table	4.				546	
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	 	 	 	 	 (13)	547	

GWP	is	the	relative	global	warming	impact	of	a	kg	of	CH4	compared	to	a	kg	of	CO2	added	to	548	

the	atmosphere,	when	considered	over	a	period	of	time	t.		The	radiative	forcings	(∆F)	are	549	

defined	by	(6),	the	removal	of	the	gases	from	the	atmosphere	(f)	by	(4a	and	b),	and	MWCO2	550	

is	the	molecular	weight	of	CO2.			The	ψCH4	factor	of	1.43	in	the	second	column	of	Table	4	551	

combines	the	indirect	forcing	caused	by	CH4‐induced	production	of	ozone	(25%	according	552	

to	IPCC,	2007)	and	water	vapor	in	the	stratosphere	(additional	15%	according	to	the	IPCC,	553	

2007).		With	this	factor	the	GWP	listed	in	Table	2.14	of	the	IPCC	(2007)	are	replicated	as	554	

shown	in	the	second	row	of	Table	4.		The	ψCH4	factor	of	1.94	in	the	second	column	was	555	

determined	by	us	such	that	it	approximately	predicts	the	increased	forcings	suggested	by	556	

Shindell	et	al.	(2009)	as	shown	in	the	bottom	row	of	Table	4.		We	do	not	use	GWPs	in	our	557	

analysis	and	use	them	here	only	to	justify	the	values	of	ψCH4	used	in	our	calculations.		558	

Table	4		The	GWP	calculated	from	(6	and	13)	for	the	value	of	ψCH4	in	column	2		are	compared	to	GWP	(in	559	

parentheses)	given	by	the	IPCC	(2007)	and	Shindell	et	al.	(2009).			560	

	 ψCH4	 t=20	years	 t=100	years	 t=500	years	

Direct	methane	forcing	from	(6)	 1	 51.5	 17.9	 5.45	

IPCC	(2007,		§2.10.3.1,	Table	2.14)	 1.43	 73.5	(72)	 25.8(25)	 7.8	(7.6)	

Shindell	et	al.	(2009)	 1.94	 99(105)	 35(33)	 10.5	

	561	

The	most	important	message	of	the	calculations	reported	here	is	that	substituting	natural	562	

gas	for	coal	and	oil	is	a	significant	way	to	reduce	greenhouse	forcing	regardless	of	how	long	563	

(within	a	feasible	range)	the	substitution	takes	(Figure	4).		For	methane	leakages	of	~1%	of	564	
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total	consumption,	replacing	coal	used	in	electricity	generation	and	50%	of	the	oil	used	in	565	

transportation	with	natural	gas	(very	feasible	steps	that	could	be	driven	by	the	low	cost	of	566	

methane	alone	with	no	government	encouragement)	would	achieve	~40%	of	the	567	

greenhouse	warming	reduction	that	could	be	achieved	by	transitioning	immediately	to	low	568	

carbon	energy	sources	such	as	wind,	nuclear,	or	solar.		A	faster	transition	to	low‐carbon	569	

energy	sources	would	decrease	greenhouse	warming	further,	but	the	substitution	of	570	

natural	gas	for	the	other	fossil	fuels	is	equally	beneficial	in	percentage	terms	no	matter	how	571	

fast	the	transition.			572	

The	basis	for	the	~40%	reduction	in	greenhouse	forcing	is	simply	the	reduction	of	the	CO2	573	

put	into	the	atmosphere.		When	gas	leakage	is	low,	the	contribution	of	methane	to	574	

greenhouse	warming	is	negligible	(Figure	3),	and	only	the	CO2	input	counts.		The	reduction	575	

in	CO2	vented	between	the	business‐as‐usual	and	the	substitute‐gas	scenarios	is	44.1%	of	576	

the	reduction	between	the	business‐as‐usual	to	the	low‐carbon‐fast	scenarios.		This	577	

fraction	is	independent	of	the	transition	period;	it	is	the	same	whether	the	transition	578	

occurs	over	50	years	or	200	years.		Because	the	losses	of	CO2	from	the	atmosphere	579	

(equation	4a)	are	proportional	to	the	amount	of	CO2	in	the	atmosphere,	the	relative	580	

amounts	of	CO2	at	the	end	of	the	transition	are	similar	to	the	proportions	added.		For	the	581	

same	transition	interval	almost	the	same	proportional	amounts	of	CO2	are	removed	for	all	582	

scenarios.			Thus	the	fractional	substitute‐gas	reduction	in	CO2	in	the	atmosphere	at	the	583	

end	of	all	the	transition	intervals	remains	44.1%	although	there	are	some	variations	in	the	584	

second	decimal	place.		The	curves	shown	in	Figure	7	intersect	the	y‐axis	(0%	gas	leakage)	585	

at	fractions	slightly	different	from	44.1%	because	the	radiative	forcing	is	non‐linear	with	586	

respect	to	CO2	concentration	(equation	5a).		The	longer	transition	periods	show	larger	non‐587	

linear	effects	because	they	put	more	CO2	into	the	atmosphere.		The	nearly	direct	588	

relationship	between	reductions	in	the	mass	of	CO2	vented	and	the	decrease	in	global	589	

warming	is	a	powerful	conceptual	simplification	that	is	particularly	useful	because	it	is	so	590	

easy	to	calculate,	a	point	made	by	Allen	(2009).				591	

The	global	warming	reduction	from	swapping	gas	for	the	other	fossil	fuels	of	course	592	

decreases	as	methane	leakage	increases.		But	at	low	leakage	rates,	the	benefit	of	593	

substituting	natural	gas	remains	close	to	40%.		In	the	context	of	swapping	gas	for	coal,	the	594	
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extra	methane	emitted	by	low	levels	of	leakage	has	such	a	trivial	climate	effect	that	it	need	595	

not	be	considered	at	all.			596	

Sulfur	dioxide	additions	are	not	a	factor	in	our	analysis	because	the	substitute‐gas	and	low‐597	

carbon‐fast	scenarios	reduce	the	burning	of	coal	over	the	growth	period	in	an	identical	598	

fashion.		Thus	both	introduce	SO2	identically,	and	the	small	warming	effects	of	the	SO2,	599	

which	will	occur	no	matter	how	coal	is	retired,	cancel	in	the	comparison.		In	the	real	world	600	

the	“aerosol	benefit”	of	coal	must	be	removed	eventually	(unless	we	are	to	burn	coal	601	

forever),	and	the	sooner	it	is	removed	the	better	both	because	the	small	warming	its	602	

removal	will	cause	will	have	less	impact	when	temperatures	are	cooler,	and,	much	more	603	

importantly,	because	replacing	coal	soon	will	reduce	CO2	emissions	and	lead	to	much	less	604	

global	warming	in	the	longer	term.	605	

Wigley’s	(2011)	decrease	in	greenhouse	warming	for	the	natural	gas	substitution	he	606	

defines	is	similar	to	that	we	compute	here.		At	0%	leakage,	Wigley(2011,	his	Figure	3)	607	

calculates	a	0.35°C	cooling	which	would	be	a	0.45°C	cooling	absent	the	reduced	SO2	608	

emissions	he	considers.		We	calculate	a	cooling	of	~0.62°C	for	0%	leakage.		Our	cooling	is	609	

greater	than	his	at	least	in	part	because	our	gas	substitution	scenario	reduces	the	CO2	610	

emissions	more	than	his.		From	nearly	the	same	start,	our	gas	substitution	reduces	CO2	611	

emissions	from	the	business‐as‐usual	200	year	transition	cycle	by	743	GtC	whereas	Wigley	612	

reduces	CO2	by	425	GtC.	613	

There	are	of	course	uncertainties	in	the	kind	of	calculations	carried	out	here,	but	these	614	

uncertainties	are	unlikely	to	change	the	conclusions	reached.		Carbon	dioxide	is	almost	615	

certainly	not	removed	from	the	atmosphere	exactly	as	described	by	equation	(3).		The	616	

uptake	of	CO2	may	well	slow	as	the	climate	warms.		Carbon	dioxide	is	less	soluble	in	warm	617	

water	and	the	haline	circulation	may	slow	as	the	sea	surface	temperature	increases.		The	618	

increase	in	terrestrial	CO2	uptake	from	CO2	fertilization	may	be	reduced	by	nitrogen	619	

limitations.		A	good	discussion	of	these	issues	is	provided	in	NRC(2011).		Eby	et	al.	(2009)	620	

have	suggested	based	on	sophisticated	coupled	global	models	that	~50%	of	the	introduced	621	

CO2	may	be	removed	with	a	time	constant	of	130	years	and	50%	with	an	exponential	time	622	

constant	of	2900	years.		Modifications	of	equation	(3)	that	reduce	CO2	uptake	as	the	climate	623	
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warms	will	make	the	benefits	of	not	putting	CO2	into	the	atmosphere,	for	example	by	624	

substituting	gas	for	coal,	even	greater,	and	the	arguments	presented	here	stronger.			625	

The	transmission	of	heat	from	the	mixed	to	the	deep	layer	of	the	oceans	is	an	unknown	626	

which	has	a	strong	impact	on	transient	global	warming.		For	example,	if	heat	entered	the	627	

deep	layer	with	10%	of	the	ease	with	which	it	enters	it	from	the	atmosphere	so	that	628	
1

s ~0.1,	the	deep	layer	would	largely	loose	its	cooling	effectiveness	(e.g.,	a	in	equation	11	629	

would	have	a	value	of	0.91).		The	transient	response	to	CO2	forcing	would	be	rapid	(occur	630	

at	0.91	mix),	and	the	ocean	would	reduce	the	equilibrium	global	temperature	change	by	631	

only	9%.		The	relative	rates	at	which	heat	is	transferred	into	the	mixed	layer	and	out	of	it	632	

into	the	deep	layer	would	appear	to	be	an	important	area	for	further	investigation,	633	

especially	because	it	impacts	our	ability	to	infer	proper	values	in	the	equilibrium	climate	634	

forcing	(see	discussion	in	NRC,	2011).		Ocean	heat	exchange	does	not	affect	the	635	

comparative	benefit	of	substituting	gas,	so	uncertainties	in	the	ocean	heat	exchange	aer	not	636	

of	concern	to	the	conclusions	we	reach	here.	637	

The	calculations	made	here	avoid	the	use	of	GWP	factors.		The	deficiencies	in	the	GWP	638	

approach	are	discussed	well	by	Solomon	et	al.	(2011).		As	is	apparent	from	(13),	the	GWP	639	

metric	requires	that	the	time	period	of	comparison	be	specified.		For	a	short	time	period,	a	640	

short	lived	gas	like	methane	has	a	high	GWP	(e.g.,	it	is	72	times	more	potent	in	terms	of	641	

global	warming	than	CO2	when	compared	over	a	20	year).		The	notion	that	methane	642	

emissions	have	72	times	the	global	warming	impact	of	CO2	would	tempt	eliminating	643	

methane	emissions	immediately,	and	worrying	about	reducing	CO2	emissions	later.		On	the	644	

other	hand	for	a	500	year	period,	the	global	warming	impact	of	a	kilogram	of	vented	645	

methane	is	only	7.6	that	of		a	kilogram	of	CO2	(GWPCH4=7.6,	see	Table	4),		and	this	low	646	

impact	would	suggest	dealing	with	CO2	emissions	first	and	the	methane	emissions	later,	647	

perhaps	even	substituting	gas	for	coal	and	oil.		As	Solomon	et	al.	point	out	the	GWP	metric	648	

speaks	only	to	the	time	period	for	which	it	is	calculated	and	sheds	no	light	on	the	whether	649	

CO2	or	CH4	should	be	reduced	first.				650	
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Figure	8.	Temperature	change	for	scenarios	in	Figure	1	when	a	transition	period	is	100	years	is	followed	by	a	400	652	
year	period	with	no	burning	of	fossil	fuels.			Methane	leakage	in	the	transition	is	10%	of	gas	consumption	and	653	
Shindell’s	greater	methane	forcing	and	heat	exchange	with	the	ocean	are	included.		Extra	methane	venting	in	the	654	
substitute‐gas	scenario	produces	warming	greater	than	the	business‐as‐usual	scenario	up	to	almost	the	end	of	655	
the	transition,	but	the	benefits	of	reducing	carbon	emissions	by	substituting	gas	emerge	very	quickly	thereafter.	656	

Figure	8	illustrates	the	fundamental	dilemma.		It	shows	that	even	when	methane	leakage	is	657	

so	large	(L=10%	of	consumption)	that	substituting	gas	for	coal	and	oil	increases	global	658	

warming	in	the	short	term,	the	benefit	of	gas	substitution	returns	in	the	long	term.		The	659	

short	term	heating	caused	by	methane	leakage	rapidly	dissipates	after	emissions	of	CO2	660	

and	CH4	cease	at	100	years.		CH4	is	rapidly	removed	from	the	atmosphere,	but	CO2	is	not.	661	

The	result	is	that	50	years	or	so	after	the	termination	of	venting	(beyond	150	years	in	662	

Figure	8),	the	benefit	of	gas	emerges	unscathed.			At	a	10%	leakage	rate	and	a	100	year	663	

transition	period,	the	substitute‐gas	scenario	produces	a	small	amount	more	warming	than	664	

the	business‐as‐usual	scenario	at	70	years,	but	after	150	years	the	gas	substitution	reduces	665	

global	warming	much	more	because	it	has	reduced	the	amount	of	CO2	vented	to	the	666	

atmosphere.			Figure	8	shows	how	dangerous	a	metric	such	as	GWP	can	be.			Even	for	667	
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methane	emissions	of	9%	of	production	and	Shindell’s	forcings,	substituting	gas	for	coal	is	668	

worthwhile	in	the	long	term.		Analyses	that	rely	only	on	GWP	factors,	such	as	that	of	669	

Howarth	et	al.	(2011),	miss	this	mix	of	impacts	completely,	and	see	only	the	damage	of	670	

extra	methane	emissions	in	the	short	term	or	the	benefits	of	gas	substitution	in	the	long	671	

term,	depending	on	the	GWP	interval	selected.		Fortunately	it	is	very	easy	to	carry	out	the	672	

necessary	convolution	integrals	(equations	5	and	11)	as	done	here	and	avoid	GWP	metrics	673	

altogether.		As	stated	by	Solomon	et	al.	(2011)	and	others	who	they	cite,	GWP	factors	674	

should	simply	not	be	used	to	evaluate	fuel	consumption	scenarios.	675	

	Finally,	framing	the	fuel	use	scenarios	in	terms	of	exponential	growth	and	decline	as	we	676	

have	done	here	allows	the	feasibility	of	implementing	the	various	scenarios	to	be	examined	677	

in	a	preliminary	fashion.		Figure	9	shows	the	rate	of	growth	of	low	carbon	energy	resources	678	

that	is	required	by	the	fuel	histories	in	Figure	1	for	a	100	year	transition.		Growth	at	more	679	

than	5%	per	year	would	be	challenging.		Figure	9	shows	that	the	low‐carbon‐fast	scenario	680	

in	Figure	1	requires	an	immediate	~16%	per	year	(but	rapidly	declining)	growth	in	low	681	

carbon	energy	sources.		The	growth	rate	of	low	carbon	energy	sources	at	the	end	of	the	682	

growth	period	of	the	business‐as‐usual	scenario	is	an	even	greater	24%	per	year.		Because	683	

there	is	time	to	plan,	this	could	be	reduced	by	phasing	in	low	carbon	energy	sources	toward	684	

the	end	of	the	fossil	fuel	growth	period.		The	substitute‐gas	scenario	has	a	much	lower	685	

growth	requirement	at	this	stage,	which	would	make	this	scenario	substantially	easier	to	686	

accommodate.				687	

Any	decision	to	substitute	gas	for	coal	and	oil	of	course	involves	economic	and	social	688	

consideration,	as	well	as	climate	analysis.		Natural	gas	can	enable	the	transition	to	wind	or	689	

solar	energy	by	providing	the	surge	capacity	when	these	sources	fluctuate	and	backup	690	

when	these	sources	wane.		Because	of	its	wide	availability	and	low	cost,	economic	factors	691	

will	encourage	gas	replacing	coal	in	electricity	generation	and	oil	in	segments	of	692	

transportation.		It	is	a	fuel	the	U.S.	and	many	other	countries	need	not	import,	so	its	693	

development	could	increase	employment,	national	security,	and	a	more	positive	balance	of	694	

payments.		On	the	other	hand,	cheap	and	available	gas	might	undermine	the	economic	695	

viability	of	low	carbon	energy	sources	and	delay	a	transition	to	low	carbon	sources.		From	a	696	

greenhouse	point	of	view	it	would	be	better	to	replace	coal	electrical	facilities	with	nuclear	697	
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plants,	wind	farms,	or	solar	panels,	but	replacing	them	with	natural	gas	stations	will	be	698	

faster,	cheaper	and	achieve	40%	of	the	low‐carbon‐fast	benefit	if	the	leakage	is	low.		How	699	

this	balance	is	struck	is	a	matter	of	politics	and	outside	the	scope	of	this	paper.		What	can	700	

be	said	here	is	that	gas	is	a	natural	transition	fuel	that	could	represents	the	biggest	701	

available	stabilization	wedge	available	to	us.	702	
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Figure	9.		The	growth	rate	of	low	carbon	energy	sources	deduced	from	Figure	1	plotted	as	a	function	of	time	for	a	704	
100	year	transition.		Growth	rates	more	than	5%	per	year	such	will	be	challenging	to	achieve	on	a	global	basis.		705	

Conclusions 706	

The	comparative	approach	taken	in	this	paper	shows	that	the	benefit	of	substituting	707	

natural	gas	depends	only	on	its	leakage	rate.		708	

1.		For	leakage	rates	~1%	or	less,	the	substitution	of	natural	gas	for	the	coal	used	in	709	

electricity	generation	and	for	55%	of	the	oil	used	in	transportation	and	heating	achieves	710	
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40%	of	the	reduction	that	could	be	attained	by	an	immediate	transition	to	low‐carbon	711	

energy	sources.			712	

2.		This	40%	reduction	does	not	depend	on	the	duration	of	the	transition.		A	40%	reduction	713	

is	attained	whether	the	transition	is	over	50	years	or	200	years.			714	

3.		For	leakage	rates	~1%	or	less,	the	reduction	of	greenhouse	warming	at	all	times	is	715	

related	directly	to	the	mass	of	CO2	put	into	the	atmosphere,	and	therefore	to	reduce	716	

greenhouse	forcing	we	must	reduce	this	CO2	input.		Complexities	of	how	CO2	is	removed	717	

and	reductions	in	SO2	emissions	and	increases	in	carbon	black	and	the	like	do	not	change	718	

this	simple	imperative	and	should	not	be	allowed	to	confuse	the	situation.	719	

4.		At	low	methane	leakage	rates,	substituting	natural	gas	is	always	beneficial	from	a	720	

greenhouse	warming	perspective,	even	for	forcings	as	high	as	have	been	suggested	by	721	

Shindell	et	al.	(2009)	and	used	by	Howarth	et	al.	(2011).		Under	the	fastest	transition	that	is	722	

probably	feasible	(our	50	year	transition	scenario),	substitution	of	natural	gas	will	be	723	

beneficial	if	the	leakage	rate	is	less	than	about	7%	of	production.		For	a	more	reasonable	724	

transition	of	100	years,	substituting	gas	will	be	beneficial	if	the	leakage	rate	is	less	than	725	

~19%	of	production	(Figure	7).		The	natural	gas	leakage	rate	appears	to	be	presently	less	726	

than	2%	of	production	and	probably	~1.5%	of	production.	727	

5.	Even	if	the	natural	gas	leakage	rate	were	high	enough	to	increase	greenhouse	warming	728	

(e.g.,	the	leakage	was	10%	of	methane	consumption	or	9%	of	methane	production),	729	

substituting	gas	would	still	have	benefits	because	the	reduction	of	CO2	emissions	would	730	

lead	to	a	greater	reduction	in	greenhouse	warming	later	(Figure	8).		731	

6.		Gas	is	a	natural	transition	fuel	because	its	substitution	reduces	the	rate	at	which	low	732	

carbon	energy	sources	must	be	later	introduced	(Figure	9)	and	because	it	can	facilitate	the	733	

introduction	of	low	carbon	energy	sources.	734	

The	policy	implications	of	this	analysis	are:	(1)	reduce	the	leakage	of	natural	gas	from	735	

production	to	consumption	so	that	it	is	~1%	of	production,		(2)	encourage	the	rapid	736	

substitution	of	natural	gas	for	coal	and	oil,	and	(3)	encourage	as	rapid	a	conversion	to	low	737	

carbon	sources	of	energy	as	possible.			738	
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